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Learned Substitution Probs
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Our system jointly models two transcriptions: one literal and one automatically normalized.  
For each character state, we generate: 1) language, 2) modern-orthography character, 
3) printed character, and then 4) typesetting. 

Our model is embedded within the Ocular OCR system of Berg-Kirkpatrick, Durrett, and Klein (2013)
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