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Task: Train a model that can be run on mixed-language, transliterated text.
But, the only available training data is monolingual and standard-script.

Our Approach: Treat every word at inference time as both languages simultaneously,
by concatenating monolingual representations.
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